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Abstract— Data farming is a process to grow data by applying various statistical predictions methods, machine learning and data mining  

approach on the available data while in temporal data farming we can generate data from temporal data. Regression is one of the 

statistical methods to predict, the value of an attribute (dependent variable) and effect of the other attribute (independent variable) on the 

predicted attribute. A regression equation is developed in parametric regression, which is a function of independent variables.  In this paper 

we propose an algorithm for temporal data farming which is based on one of the parametric regressions known as linear regression to 

predict the class attribute and iteratively attempt to reduce prediction error tends to zero. Proposed algorithm is used in scenario execution 

loop of the data farming method and returns farmed data as crops, to merge in the original dataset to improve the dataset adequateness to 

mining. Case study with the proposed algorithm is made on the real life Heart Disease Data (HDD), in which we are trying to predict the 

correct dose of the dobutamine, should be given to the patient. Incorrect volume of the dose may affect the body of patient in other ways. 

This research may be helpful to the doctor’s in the deep diagnosis of patient data and its disease. Research for the heart diseases is very 

much significant for the society. 

Index Terms— Data Farming, HDD, Linear Regression, Scenario Building loop, Scenario Execution loop, Statistical Prediction, Temporal 

data.   

——————————      —————————— 

1 INTRODUCTION                                                                     

HIS paper presents an algorithm for temporal data farm-
ing based on iterative predictions using linear regression. 
Data farming is a process to generate more and more data 

[3]. In this paper, HDD (Heart Disease Data) is used as seed 
data and perform farming. HDD used in this work contain 
some temporal aspects like date of birth of the patient which is 
one of the important information direcltly effect the diagnosis 
the disease. Proposed algorithm can handle such type of tem-
poral data and efficiently farm more data for mining and 
analysis purposes. In the proposed algorithm, we are generat-
ing prediction vector of the class attribute in response to re-
duce the error vector tends to zero. We developed the pro-
posed work on weka 3.6.2. It is a data mining tool coded in 
java.  
 
This paper is organized in 5 sections; in section 1 Introduction, 
section 2 describe the prediction process used in this work, 
section 3 contain a brief overview on data farming process. 
Section 4 proposed methodology and section 5 describe the 
outcomes as result analysis and finally section 6 conclude the 
entire paper.  

2 PREDICTION PROCESS 

Prediction is a statistical method to estimate value of an un-

known variable with the help of unknown variable. Linear re-

gression is one of prediction methods [11]. It was the first type 
of regression analysis to be studied rigorously, and to be used 

extensively in practical applications. This is because models 

which depend linearly on their unknown parameters are easier 
to fit than models which are non-linearly related to their para-

meters and because the statistical properties of the resulting 

estimators are easier to determine. Linear regression is an ap-

proach to modeling the relationship between a scalar depen-

dent variable y and one or more explanatory independent va-

riables denoted X. The case of one explanatory variable is 

called Simple linear regression. More than one explanatory 
variable is multiple regressions [24]. In linear regression, data 

are modeled using linear functions, and unknown model pa-

rameters are estimated from the data. Such models are called 
linear models. Commonly, linear regression refers to a model 

in which the conditional mean of y given the value of X is an 

affine function of X. linear regression could refer to a model in 

which the median, or some other quintile of the conditional 
distribution of y given X is expressed as a linear function of X. 

Like all forms of regression analysis, linear regression focuses 

on the conditional probability distribution of y given X, rather 

than on the joint probability distribution of y and X, which is 
the domain of multivariate analysis. Linear regression has 

many practical uses. Most applications of linear regression can 

be categories as [24]. 

 

1. Construction of Predictive Model: for prediction, or fo-
recasting, linear regression can be used to fit a predic-
tive model to an observed data set of y and X values.   
 

2. Relationship Finding:   Given a variable y and a num-
ber of variables x1, ..., xp that may be related to y, linear 
regression analysis can be applied to quantify the 
strength of the relationship between y and the xi, to as-
sess which xi may have no relationship with y at all, 
and to identify which subsets of the xi contain redun-
dant information about y. 

T 
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3 DATA FARMING 

Development of novel data mining applications calls for the 

definition of appropriate features and data collection at minim-

al cost [1]. Data farming is a process to get data on minimum 

cost. Data Farming is an iterative process [20].  Figure 1 
presents the Data Farming process as a set of imbedded loops. 

This process normally requires input and participation by sub-

ject matter experts, modelers, analysts, and decision-makers.  
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Data farming terminology is as follows: 

 

1. Distillations - A software system that consists of a 

specific set of agents units, rules, variables, and envi-

ronmental data that can be used to establish and ex-

ecute a distillation or simulation scenario. 

2. Generative analysis consists of automated methodol-

ogies & algorithm to drive parameter and rule varia-

tions in the iterative data farming process. 

3. Scenario - is a specific starting configuration of as-

sumptions, conditions, agents units, rules, variables, 

and environment data for a model.  

4. Excursion - is a variation of a scenario with a defined 

set of altered rules, parameters or other starting con-

ditions. 

5. Parameters - The set of assumptions, conditions, 

agents units, rules, variables, starting conditions and 

environment data that define a scenario and an Ex-

cursion. The data model provides an extensible table 

of possible parameters.  

6. Replicate - is a single execution of a scenario with a 

known random seed for stochastic properties. 

 

The ―Scenario Creation‖ loop shown on the left side of the 

figure involves developing and honing a model that adequate-

ly represents the system that addresses the question being 

asked by the decision-maker [18]. This is an iterative process 

that often requires honing the question as well. The ―Scenario 

Run Space Execution‖ loop shown in Figure 1 is entered once 

the basecase of the scenario is complete.  

In this loop the algorithm defines a study which determines 

which scenario input parameters should be examined and 

what processes should be used to vary them. Here the algo-

rithm is exploring the possible variations (or excursions of the 

basecase) in the initial conditions of the scenario. Specifically 

those parameters that address the question being posed are 

considered. The defined study is used to guide the execution 

of many runs of the model in the HPC environment. Each run 

produces output which is collected by the Data Farming sys-

tem and provided as output to analysis capabilities [19]. After 

analysis of the results, the system (or an algorithm) may de-

cide to adjust or produce a new study or adjust the model to 

more adequately address the question. This process continues 

until insight related to the decision-maker‘s question has been 

gained. 

4 PROPOSED METHODOLOGY 

Methodology proposed in this research work based on the 

existing data farming loop or cycle with newly developed 

Iterative_Data_farming algorithm runs in the scenario execu-

tion loop. Data farming procedures as shown in figure in 1 

contains information store, Scenario building loop and Scena-

rio execution loop.  

 

4.1 Information Store: it is the data storage, which provide the 

initial data for execution of the data farming algorithm and 

collect the harvested data after each iteration.  

 

4.2 Scenario Building Loop 

Scenario Building loop is responsible for providing data to 

Scenario Execution loop to prepare the data space (a data set 

ready to be processed by the data farming algorithm). It is a 

cyclic process; in each cycle following two sub procces are 

happened.  

 

1. Create Scenario, Edit, Expand, Distill Scenarios: 

Scenario is the initial dataset sample for the algo-

rithm. It‘s the initiliaztion of the proposed algorithm 

in which a particular dataset sample is taken and 

proceeds with subprocess 2 as under. 

2. Execute and Examine Individual Scenarios:  

After selection of the initial dataset sample, it is must 

to examine individual tuple to be an instance for da-

taspace in scenario execution loop. Hence, in this step 
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Fig. 1. Data Farming an Iterative Process  
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individual tuple are examined to be or not to be an in-

stance of the data space with the help of the value of 

error thresold. 

4.3 Scenario Execution loop 

In this loop a data space is prepared by the input dataset sam-

ple recived from the scenario building loop, execution of farm-

ing algorithm and finally output of this loop is farmed data 

(and data mining, data analysis result) which can be used as 

initial dataset sample for the next iteration of data farming. 

This loop contains 3 sub processes as under. 

 

1. Define, Edit or Prepare Data Space  

Recived the dataset sample (scenario) from scenario 

building loop, prepare it as data space and forward 

data space to the farming algorithm for execution. 

 

2. Scenario Execution 

The actual data farming algorithm runs here, pro-

posed algorithm Iterative_Data_farming given in the 

subsequent section execute in this step and return the 

prediction_vector as the output farmed data. 

 

3. Data Mining, Data Visualization, Data analysis:  

Farmed data can be used for data mining, data visua-

lization or data analysis in any way. Farmed data can 

be reused for next iteration of the data farming 

process. So it is collected and store in the information 

store database permanently. 

 

This section describe proposed algorithm for temporal data 

farming which based on prediction by linear regression. Pro-

posed algorithm will be run in the scenario execution loop of 

the data farming. In this algorithm, inner while loop checks 

the constraint on error threshold and terminate the iteration 

while errors becomes less then threshold. In outer for loop 

values of class_attribute are reassigned with the predic-

tion_vector, finally the prediction_vector of the just previous ite-

ration before termination of both the loop are return as the 

farmed data.  Following pseudo code is given for the proposed 

methodology. 

 

Algorithm: Iterative_Data_farming (data_space, 

class_attribute, error_thresold) 

//data_space, it contain data sample in the form a multidi-

mensional array  

// class_attribute, Nominate the class attribute (Predicted 

attribute) 

// error_thresold, permissible error in the actual and pre-

dicted values of class attribute 

// error_vector, it contain the values of error after each itera-

tion 

// prediction_vector, it contain the predicted values after each 

iteration 

{ 

      Initialize error_vector =0; 

       for i = 0 to count (data_space) 

           { 

            while ( error_thresold  > |error_vector [i] |) 

                 { 

                   Apply linear regression  

                   & evaluate prediction_vector 

                  } 

              error_vector[i] = class_attribute[i] – prediction_vector[i]; 
              class_attribute[i] = prediction_vector[i]; 

             } 

         return prediction_vector;                 

} 

5 RESULT ANALYSIS 

The proposed algorithm is analyzed on weka 3.6.2 open 

source software for data mining. To perform the experiment 

we pick dataset of cardiac patient from HDD medical domain 

having 42 attribute & 558 instances, select a portion i.e. 25 in-

stance and 12 attribute# including one class attribute named as 

‗Dose‘. Sample dataset is given in table 1. We can see the re-

sult, decreasing values of errors range from iteration 1 to itera-

tion 2 from 26.222 to 3.572 and after 3rd iteration it becomes 

zero. As in 3rd iteration errors are less or zero we can harvest 

3rd iteration predicted values and accommodate with original 

dataset. In general case after nth iteration we can found ade-

quate dataset with less errors, it termed as the new ‗data farm‘. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Fig. 2. Error Representation on weka  
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Figure 5 shows the graphical view of the class attribute, graph 
shows that after each iteration values of attribute ‗dose‘ are 
less fluctuated. In this graph 25 tuple are shown with index 1 
to 25 with their actual & predicted values for ―dose‖ in 1st, 2nd  
& 3rd  iteration are represent by the series. 
 
Errors are reduces in each iteration, figure 4 shows a graph in 
which errors after each iteration represents by series of differ-

 

Fig. 3. Running Snapshot Linear Regression on weka 

 

Fig. 4. Iteratively error reduction graph for a sample of 25 in-
stance.  

 

 

Fig. 5. Iterative Prediction on Dose. 

 

 

Fig. 6. Iterative Error Smoothing.  
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ent colors, we can see in 1 iteration error varies from – 12.97 to 
+13.252 while in 2 iteration          - 1.265 to +2.307 and it be-
come zero in 3rd iteration. Hence in iterative cycle data is 
farmed which can be used in various data mining projects. 
Proposed algorithm takes linear time in execution. 

6 CONCLUSION 

Proposed algorithm improves the adequateness of the availa-
ble dataset for data mining, by generating prediction vector. 
Proposed algorithm farms more and more data until unless 
error threshold is not reached. Iterative prediction process 
minimizes the error rate. We can see in the result analysis er-
ror range from iteration 1 to iteration 2 decreases from 26.222 
to 3.572. The proposed algorithm iteratively improve the ade-
quateness of the data for mining process and side by side in-
crease the size of the dataset in the form of additional pre-
dicted values. Proposed algorithm can handle the factor of 
temporality in the seed data, as in case study DOB is the tem-
poral attribute. In this case study proposed algorithm is very 
useful to predict the correct dose of dobutamine should be 
given to the patient. High & low dose may cause life loss of 
the heart patient.  In general case after nth iteration we can 
found adequate dataset with less errors, it termed as the new 
‗data farm‘. Hence the proposed algorithm is effective in tem-
poral data farming process and error reduction, proposed al-
gorithm not only applicable in HDD it can be used in any ap-
plication like marketing, defence and medical etc.   
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TABLE 1 
SAMPLE DATA SET 
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31/12/1925 92 103 9476 130 86 9804 100 74 1 0.500272 40 31.057 -8.943 31.302 0.245 31.302 0 

3/1/1937 62 139 8618 120 158 18960 120 82 1 0.548361 40 36.008 -3.992 35.995 -0.013 35.995 0 

15/06/1938 62 139 8618 120 157 18840 120 82 1 0.548361 40 35.977 -4.023 35.969 -0.008 35.969 0 

10/2/1962 93 118 10974 118 105 12390 118 72 1 0.646591 30 30.684 0.684 31.268 0.584 31.268 0 

11/11/1976 89 103 9167 129 173 22317 129 69 0 0.522896 40 37.454 -2.546 36.439 -1.015 36.439 0 

21/06/1939 58 100 5800 123 140 17220 123 83 1 0.646591 40 39.914 -0.086 39.659 -0.255 39.659 0 

17/08/1929 63 120 7560 120 130 12740 98 71 0 0.629887 40 31.628 -8.372 31.825 0.197 31.825 0 

31/12/1921 86 161 13846 160 157 22608 144 111 1 0.646591 40 33.791 -6.209 33.828 0.037 33.828 0 

1/9/1932 69 143 9867 115 118 13570 113 81 1 0.552864 40 31.905 -8.095 32.411 0.506 32.411 0 

22/07/1926 76 105 7980 126 125 15750 126 94 1 0.673639 40 37.218 -2.782 36.921 -0.297 36.921 0 

19/11/1950 105 134 14070 171 182 31122 171 108 1 0.689343 40 38.781 -1.219 40.372 1.591 40.372 0 

13/04/1947 72 112 8064 127 95 12065 125 80 1 0.689343 30 36.562 6.562 35.883 -0.679 35.883 0 

30/06/1924 90 120 10800 169 184 31096 169 126 0 0.774755 40 42.824 2.824 43.198 0.374 43.198 0 

19/09/1982 81 110 8910 110 130 14300 110 58 1 0.570676 40 32.497 -7.503 33.193 0.696 33.193 0 

1/2/1939 84 176 14784 110 194 21340 110 74 0 0.689343 40 27.03 -12.97 25.765 -1.265 25.765 0 

27/10/1947 100 122 12200 134 90 12060 136 87 1 0.570676 40 32.625 -7.375 31.621 -1.004 31.621 0 

24/08/1919 69 169 11661 128 138 17664 128 98 1 0.599939 25 33.016 8.016 32.959 -0.057 32.959 0 

20/10/1963 79 127 10033 79 133 10507 96 55 0 0.582453 20 24.201 4.201 26.508 2.307 26.508 0 

19/08/1945 71 133 9443 114 132 15048 114 74 0 0.628505 20 32.745 12.745 32.147 -0.598 32.147 0 

9/7/1929 65 183 11895 111 128 14208 89 64 1 0.611459 20 28.605 8.605 28.109 -0.496 28.109 0 

17/12/1960 51 148 7548 123 148 18204 123 82 1 0.699578 40 37.778 -2.222 37.65 -0.128 37.65 0 

14/02/1927 77 147 11319 122 115 14030 122 89 1 0.570676 25 31.489 6.489 31.7 0.211 31.7 0 

5/9/1919 73 151 11023 141 150 21150 141 109 1 0.570676 25 36.897 11.897 36.572 -0.325 36.572 0 

14/11/1951 91 132 12012 144 140 20160 144 89 1 0.704623 35 36.061 1.061 35.397 -0.664 35.397 0 

2/10/1926 77 142 10934 95 167 15865 95 70 1 0.628505 15 28.252 13.252 28.309 0.057 28.309 0 

 
#dob – date of Birth, bhr – basal heart rate, basebp – basal blood pressure, basedp – basal double product, pkhr – peak heart rate, sbp – systolic blood pressure, 

dp – double product, maxhr – maximum heart rate, mphr – % of maximum predicted heart rate achieved by the patient, chest pain – 0 means the patient 

experienced chest pain, phat – phat level of the patient, dose – dose of dobutamine given to the patient 

 
 
 

 
 
 
 


